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erosol lidar intercomparison in the framework of
he EARLINET project. 3. Raman lidar algorithm
or aerosol extinction, backscatter, and lidar ratio

elsomina Pappalardo, Aldo Amodeo, Marco Pandolfi, Ulla Wandinger,
lbert Ansmann, Jens Bösenberg, Volker Matthias, Vassilis Amiridis,
erdinando De Tomasi, Max Frioud, Marco Iarlori, Leonce Komguem,
lexandros Papayannis, Francesc Rocadenbosch, and Xuan Wang

An intercomparison of the algorithms used to retrieve aerosol extinction and backscatter starting from
Raman lidar signals has been performed by 11 groups of lidar scientists involved in the European Aerosol
Research Lidar Network �EARLINET�. This intercomparison is part of an extended quality assurance
program performed on aerosol lidars in the EARLINET. Lidar instruments and aerosol backscatter
algorithms were tested separately. The Raman lidar algorithms were tested by use of synthetic lidar
data, simulated at 355, 532, 386, and 607 nm, with realistic experimental and atmospheric conditions
taken into account. The intercomparison demonstrates that the data-handling procedures used by all
the lidar groups provide satisfactory results. Extinction profiles show mean deviations from the correct
solution within 10% in the planetary boundary layer �PBL�, and backscatter profiles, retrieved by use of
algorithms based on the combined Raman elastic-backscatter lidar technique, show mean deviations from
solutions within 20% up to 2 km. The intercomparison was also carried out for the lidar ratio and
produced profiles that show a mean deviation from the solution within 20% in the PBL. The mean value
of this parameter was also calculated within a lofted aerosol layer at higher altitudes that is represen-
tative of typical layers related to special events such as Saharan dust outbreaks, forest fires, and volcanic
eruptions. Here deviations were within 15%. © 2004 Optical Society of America

OCIS codes: 010.3640, 280.1100, 290.1090, 290.5860, 290.2200.
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. Introduction
tmospheric aerosols, which originate both from
atural sources and from human intervention, con-
iderably affect the Earth’s radiation balance,1,2

nd they are considered to be one of the major
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The European Aerosol Research Lidar Network
EARLINET� is the first European network of 22 ad-
anced lidar stations operating to provide a quanti-
ative climatological database of the horizontal,
ertical, and temporal distribution of aerosols over
urope.3–6 Lidars are powerful tools for providing
uantitative measurements of the optical properties
f aerosols with high spatial and temporal resolution
nd with a high level of accuracy. In particular, the
se of combined Raman elastic-backscatter lidar per-
its the independent measurement of aerosol extinc-

ion and backscatter as a function of height.7,8 It
as long been known that the elastic-backscatter li-
ar system is limited by the fact that only one signal
s measured, whereas two parameters, backscatter
nd extinction, determine the lidar signal.9 Three
ethods have been demonstrated to provide indepen-

ent aerosol extinction measurements: high-
pectral-resolution lidar,10 Raman lidar7,8 and
ultiple zenith-angle measurements.11–13 The Ra-
an and the high-spectral-resolution techniques

oth rely on the detection of a pure molecular back-
catter signal, but the latter requires a much higher
echnical effort to suppress aerosol backscattering.
or reasons of technical practicability, the preferred
ethod within the EARLINET is a combination of
aman and elastic scattering at one emission wave-

ength near 355 nm. A large effort on the part of the
ARLINET community has been devoted to upgrad-

ng the Raman capability. At present, nine lidar
tations are able to perform measurements of nitro-
en Raman scattering in the UV simultaneously with
lastic backscatter. One of these lidar stations �at
eipzig� is also able to measure nitrogen Raman scat-

ering in the visible domain.
The Raman lidar technique has been widely and

uccessfully used for measurements of aerosol extinc-
ion. The Raman lidar technique is also used for
perational lidar systems with automated data anal-
sis.14 The most critical part of this method arises
rom the need to calculate the derivative of the loga-
ithm of the ratio between the atmospheric number
ensity and the range-corrected lidar-received power
n conjunction with data averaging and handling op-
rations. Much care is needed in data-averaging

Table 1. Locations of Participatin

Location of
Lidar Station Code

Aberystwyth ab Linear a
Athens at Sliding a
Barcelona ba Weighted
Hamburg hh Sliding a
L’Aquila la Second-o
Lecce lc Sliding li
Leipzig le Sliding li
Napoli na Sliding li
Neuchâtel ne Sliding a
Potenza po Sliding li
Thessaloniki th Least-squ
nd -handling operations to prevent miscalculation in
he estimation of both the aerosol extinction coeffi-
ient and the statistical error.

Because of the importance of the Raman technique,
ata simulations to test and to improve Raman algo-
ithms used by each group of scientists within the
ARLINET network have been prepared.4,15 Fur-

hermore, the simulations serve to draw attention to
pecial problems, such as appropriate averaging and
rror determination, in the analysis of Raman lidar
ata.
In this paper we present the results of an inter-

omparison of the algorithms used for retrieving
erosol extinction and backscatter by use of a Raman
idar, performed by the 11 groups of scientists within
ARLINET whose locations are listed in Table 1.
ll these groups, except for the Neuchâtel and Bar-
elona groups that participated in this intercompari-
on with the intention to upgrade their systems with
Raman channel in near future, have a lidar system
ith a Raman channel. Algorithms used for the Ra-
an extinction retrieval were tested with synthetic

idar data, with realistic experimental conditions
hat are common for most of the groups and with
ealistic aerosol load and properties taken into ac-
ount.

This paper is the third in a sequence of papers
bout aerosol lidar intercomparisons in the frame-
ork of the EARLINET. These intercomparison ex-
eriments were performed to produce a high-quality
tandard of data originating from different systems
ithin the network. The results of the instrument

ntercomparison were published in part one of the
eries,5 and those related to the aerosol backscatter
lgorithm intercomparison, starting from elastic li-
ar signals, were published in part two.6
This paper completes the algorithm intercompari-

on experiment, with an intercomparison of the algo-
ithms for the independent retrieval of both aerosol
xtinction and backscatter starting from Raman and
lastic lidar signals. The paper is organized as fol-
ows: In Section 2 a brief description of the Raman

ethod is presented. Section 3 is devoted to a dis-
ussion of the data analysis applied for retrieving the
erosol extinction coefficient, including data han-

ups and Raman Algorithms Used

Raman Algorithm

adratic fit
e filter and polynomial fit
ing window for spatial averaging, least-squares linear fit
e

digital Savitzky–Golay filter
least-squares fit
least-squares fit
fit
e
least-squares fit
fit
g Gro

nd qu
verag
glid

verag
rder
near
near
near
verag
near
ares
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ling, sources of error, and calculation of the effective
patial resolution. In Section 4 the simulation used
or the intercomparison is described. In Section 5
he results from the various participating teams of
cientists are presented and discussed: Besides the
eviations between the retrieved aerosol extinction
rofiles and the initial profile used in the simulation,
he results of the intercomparison of the retrieved
erosol backscatter profiles obtained by use of the
ombined Raman elastic-backscatter lidar method
nd of the lidar ratio profiles obtained from the inde-
endent retrieval of the aerosol extinction and back-
catter profiles are reported, as well.

. Methodology

aman scattering is an inelastic pure molecular scat-
ering16 that has been successfully used in lidar
emote-sensing techniques since the late 1960s.17–19

n a Raman lidar, wavelength �R of the scattered
ight is shifted with respect to emitted laser wave-
ength �L, and such a shift depends on the scattering

olecule.16 For detection of the Raman scattering of
gas with known atmospheric density, such as ni-

rogen or oxygen, the backscatter coefficient in the
aman lidar equation is known, and only the aerosol
xtinction and its wavelength dependence remain as
nknowns.7
The Raman lidar equation can be written as

P��R, z� � P��L�CR� z�
�R��L, z�

z2 exp�� �
0

z

����L, 	�

� ���R, 	�
d	� , (1)

here P��R, z� is the power received from distance z
t Raman wavelength �R, P��L� is the emitted power
t wavelength �L, CR�z� is a function that depends on
he overlap function and on all the range-
ndependent system parameters, �R��, z� � N�z��R���
s the Raman backscatter coefficient, where N�z� is
he atmospheric number density of the Raman scat-
erer and �R��� is the Raman backscatter cross sec-
ion, � is the range-dependent total volumetric
xtinction coefficient at wavelengths �L and �R, and 	
s the range integration variable.

Assuming a wavelength dependence of the aerosol
xtinction �aer 
 ��k, the Raman lidar equation can
e solved for the aerosol extinction at the emitted
aser wavelength7 as

aer��L, z� �

d
dz

ln� N� z�

P��R, z� z2� � �mol��L, z� � �mol��R, z�

1 � ��L��R�k , (2)

here d�R����dz � 0 has been used. The molecular
xtinction can be calculated from Rayleigh scattering
oefficients and atmospheric number density profiles
etrieved from models or radiosonde measurements.
372 APPLIED OPTICS � Vol. 43, No. 28 � 1 October 2004
With the detection of the Raman scattered light,
ndependent aerosol extinction profiles can be deter-

ined. One can also use this information to derive
he aerosol backscatter without any assumption
bout the extinction-to-backscatter ratio �lidar ra-
io�,20 which is an important parameter because it is
irectly related to the microphysical properties of the
articles. One then calculates the backscatter pro-
le by forming the ratio of the elastic and the Raman
ackscattered signals at height z and at a calibration
eight z0, with an assumption about the reference
alue of the aerosol backscatter at height z0,
aer�z0�.21–23

. Data Analysis

n the analysis of Raman lidar measurements of aero-
ol extinction �Eq. �2�
 it is necessary to calculate the
erivative of the logarithm of the ratio between the
tmospheric number density and the range-corrected
idar-received power. The statistical fluctuations of
he Raman lidar signal can produce large fluctua-
ions in the derivative and thus in the aerosol extinc-
ion profile. Therefore the employment of data-
moothing techniques is generally necessary.
Several methods such as data binning, sliding av-

rages, Kaiser filters,24 and Savitsky–Golay filters25

re usually employed for handling lidar signals. A
urther method is the calculation of the derivative by
eans of the least-squares technique, after the loga-

ithmic function in Eq. �2� has been approximated
ith a first- or -second order polynomial within a
eight range.26 It is important to note, however,
hat the application of a particular method of data
andling influences not only the final result but also
he spatial resolution and the error.

. Errors

or calculation of the aerosol extinction coefficient it
s important to consider the main sources of uncer-
ainties, which are as follows:

�a� The statistical error that is due to signal de-
ection,26

�b� The systematic error associated with the esti-
ate of temperature and pressure profiles,8,27,28

�c� The systematic error associated with the esti-
ate of the ozone profiles in the UV,8
�d� The systematic error associated with
avelength-dependence parameter k,8,26,29,30,31

�e� The systematic error associated with multiple
cattering,8,26,32

�f � The error introduced by data-handling proce-
ures such as signal averaging during varying atmo-
pheric extinction and scattering conditions.8,33

In this paper we present an intercomparison of
everal algorithms for the retrieval of aerosol extinc-
ion starting from synthetic data, and for this reason
nly statistical errors that are due to signal detection
re taken into account; all the systematic effects are
eglected. For this intercomparison, each lidar
roup provided profiles with their corresponding er-
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ors, which were calculated by analytical or numeri-
al techniques. Analytical calculation is performed
y application of the error propagation rules in Eq.
2�. When complicated or nonlinear data-handling
rocedures are applied, a numerical procedure based
n a Monte Carlo technique could be useful. This
rocedure is based on the random extraction of new
idar signals, each bin of which is considered a sample
lement of a given probability distribution with the
xperimentally observed mean value and standard
eviation. The extracted lidar signals are then pro-
essed with the same algorithm to produce a set of
olutions from which the standard deviation is calcu-
ated as a function of height. Using both analytical
nd numerical procedures will produce an error that
ill depend on the noise of the signal and on the
articular algorithm used.

. Effective Spatial Resolution

s was mentioned at the beginning of this section, the
pplication of a particular procedure of data-handling
nfluences the effective spatial resolution. In fact,
ven if the retrieved extinction profile presents the
ame spatial resolution as do the raw Raman lidar
ata, the data-handling procedures that are included
n the algorithm used to retrieve aerosol extinction
roduce a loss of information that results in lower
patial resolution, which we call the effective spatial

ig. 1. �a� Synthetic Raman lidar signal at 355 nm �on a log scale�
rofile �on a linear scale� that are zero everywhere except for a serie
rom the low heights. �b� Aerosol extinction profiles retrieved by
aman lidar stepping signal.
esolution. To test the effective spatial resolution
or the algorithm used, we use a step function
ethod. This method checks the ability to resolve

wo narrow and well-separated structures in the
erosol extinction profile. In this method an ideal
ynthetic Raman lidar signal is generated; an aerosol
xtinction profile that equals zero everywhere except
t two heights is used as input data. The synthetic
aman lidar signal shows a step structure, with two

umps that coincide with the two heights where the
erosol extinction is different from zero. By select-
ng the type of data handling and changing the dis-
ance between the two peaked structures in the
erosol extinction profile it is possible to check the
inimum distance for which the two retrieved peaks

re resolved according to the Rayleigh criterion34 that
s commonly used in spectroscopy to decide when two
eighboring spectral lines can be considered resolved.
his minimum distance is the effective spatial reso-

ution of the retrieved aerosol extinction profile.
Figure 1 shows the application of the step function
ethod. Figure 1�a� shows an aerosol extinction

rofile that is equal to zero everywhere except at a
umber of heights where peaks are present. The
erosol extinction profile in the figure has a spatial
esolution of 15 m and consists of 5 pairs of peaks that
re separated by 5, 6, 7, 8, and 9 points, which cor-
espond to 75, 90, 105, 120, and 135 m, respectively.

a step structure and the corresponding peaked aerosol extinction
uples of heights separated by 75, 90, 105, 120, and 135 m, starting
cation of the 5-, 7-, and 9-point sliding linear fits to the synthetic
with
s of co
appli
1 October 2004 � Vol. 43, No. 28 � APPLIED OPTICS 5373
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he same figure also shows the corresponding nitro-
en Raman lidar signal simulated at 355 nm and
haracterized by steps that coincide with the peaks of
he aerosol extinction profile. In Fig. 1�b� the results
f the application of the sliding linear fit algorithm to
he synthetic Raman lidar signal are illustrated: 5-,
-, and 9-point sliding linear fits have been applied.
or example, the 9-point sliding linear fit is able to
esolve perfectly the two peaks separated by 135 m
from 1.4 to 1.6 km of height�, and it is also able to
esolve the two peaks separated by 120 m �1 to 1.2 km
f height� according to the Rayleigh criterion, but it is
ot able to resolve the two peaks separated by 105 m

0.7 to 0.9 km of height�; therefore the effective res-
lution of the 9-point sliding linear fit is 120 m. In
he same way, Fig. 1�b� shows that the 7-point sliding
inear fit is able to resolve all the peaks up to the

inimum separation of 90 m �from 0.4 to 0.6 km of
eight�; therefore, in this case, the effective spatial
esolution is 90 m. The 5-point sliding linear fit is
ble to resolve all the peaks of the aerosol extinction
ecause the minimum separation of the peaks in this
xample is just 75 m, corresponding to 5 points.
It is important to note that the effective spatial

esolution is always better than the expected resolu-
ion, based just on the number of points used in the
ata-smoothing procedure: In fact, in the 9-point
liding linear fit the effective resolution is 120 instead

Fig. 2. Input data for the simulation at 355 n
374 APPLIED OPTICS � Vol. 43, No. 28 � 1 October 2004
f 135 m, and for the 7-point sliding linear fit the
ffective resolution is 90 instead of 105 m. This
echnique was used by all the lidar groups to retrieve
he effective spatial resolution of the solutions in the
ntercomparison.

. Intercomparison of the Raman Lidar Algorithms

he main goal of the Raman algorithm intercompari-
on experiment is to test the algorithms used by each
roup within the EARLINET network for the re-
rieval of the aerosol extinction profile starting from
itrogen Raman lidar signals. This intercompari-
on experiment has the further purpose of testing the
lgorithm used for the independent retrieval of the
erosol backscatter and of the lidar ratio. For this
urpose, synthetic Raman and elastic lidar signals
ere generated, with typical experimental conditions
nd realistic aerosol properties and load taken into
ccount. The intercomparison was blind, to repro-
uce real conditions in which the solution is not
nown but also to prevent any possible influence on
he groups in their retrieval of the results.

Synthetic elastic and Raman lidar signals at 355
nd 532 nm were calculated with a lidar simulation
odel designed by the Institute for Tropospheric Re-

earch, Leipzig, Germany. Temperature, pressure,
xtinction, backscatter, and lidar ratio profiles, as
hown in Fig. 2, were used as input data. In the

inner curves� and at 532 nm �thicker curves�.
m �th
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emperature profile an inversion is present at �1.5
m of altitude, with a corresponding peak in the ex-
inction and backscatter profiles. In the lower
eight range, aerosol is present up to �2 km of alti-
ude, which is representative of a typical aerosol load
n a well-developed planetary boundary layer.5
rom 3.5 to 4 km, a lofted layer is simulated. The
avelength-dependence parameter, k, was set to 1.8

ig. 3. �a�, �b� Comparison of the extinction coefficient profiles
orresponding solutions �thicker curves�. �c� Mean deviations an
erosol extinction profiles at 355 and 532 nm, calculated for two d
or the entire profile. Synthetic elastic and Raman
idar signals were simulated for a 20-Hz laser system
nd an acquisition system with a maximum photon
ounting rate of 20 MHz, which would result in a
aximum number of 4800 counts per range bin in a

-min profile with a spatial resolution of 15 m. The
xed maximum counting rate of 20 MHz leads to
ynthetic Raman lidar signals with a typical signal-

eved at 355 nm and at 532 nm by each lidar station, and the
an quadratic deviations between the solution and the retrieved

ent height ranges �Stage I�.
retri
d me
iffer
1 October 2004 � Vol. 43, No. 28 � APPLIED OPTICS 5375
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o-noise ratio of �5 at 2 km of altitude and of less
han 2 at altitudes above 4 km. For this intercom-
arison, a series of 15 profiles with 2400 laser shots
ach �corresponding to a temporal average of 30 min�
nd with a spatial resolution of 15 m was generated
or each wavelength. All these conditions produce
n overall lidar signal with a typical signal-to-noise
atio �SNR� of �20 at 2 km of altitude and of less than
0 at altitudes above 4 km. In this case, typical
tatistical errors, which are due to the signal, are
5% and �4% at 2 km of altitude at 355 and 532 nm,

espectively, and �15% and �9% at altitudes above 4
m at 355 and 532 nm, respectively. These statis-
ical errors produce errors in the retrieved aerosol
xtinction profiles that are typically �25% at 2 km of
ltitude and �40% at 4 km of altitude, depending on
he Raman algorithm used and on the spatial reso-
376 APPLIED OPTICS � Vol. 43, No. 28 � 1 October 2004
ution. For the aerosol backscatter these errors are
ypically �20% at 2 km of altitude and �30% at 4 km
f altitude. In the simulation, an incomplete over-
ap of laser beam and receiver field of view below
00 m was introduced.
The intercomparison was performed in two stages.

or the first stage �Stage I�, only the synthetic Raman
nd elastic lidar signals were distributed, without
ny further information except for the ground values
f temperature and pressure �T � �2 °C, P � 1025
Pa�. In Stage I, each lidar group was asked to pro-
ide extinction and backscatter profiles up to 6-km
eight and lidar ratio profiles up to 4-km height for
ach wavelength �355 and 532 nm�. In this stage the
ain goal was to test the accuracy of the algorithms
sed by all the groups for the retrieval of aerosol
xtinction and backscatter in typical measurement
Table 2. Final Spatial Resolutions for Each Group Used in Stage I

Lidar
Station

Spatial Resolution

At 355 nm At 532 nm

ab 75 m up to 1500 m, 225 m up to 4.5 km,
and 375 m above 4.5 km

150 m up to 1725 m and 300 m
above 1725 m

at 45 m up to 800 m, 75 m up to 4000 m,
and 105 m above 4000 km

45 m up to 1000 m, 75 m up to
4000 m, and 105 m above 4000
m

ba 210 m up to 1747.5 m, 360 m up to
4627.5 m, and 1440 m up to 6007.5 m

90 m up to 1747.5 m, 360 m up
to 4627.5 m, and 720 m up to
6007.5 m

hh 180 m up to 1387 m and 480 m above
1387 m

180 m up to 1387 m and 480 m
above 1387 m

la 100–700 m, linearly increasing 100–700 m, linearly increasing
lc 150 m up to 1750 m and 450 m above

1750 m
150 m up to 1500 m and 450 m
above 1500 m

le 160 m up to 750 m, 320 m up to 2100
m, and 1060 m above 2100 m

160 m up to 700 m, 320 m up
to 2000 m, and 800 m above
2000 m

na 180 m fixed 180 m fixed
ne 150–825 m, linearly increasing 150–825 m, linearly increasing
po 150 m up to 900 m, 300 m up to 2000

m, and 780 m above 2000 m
150 up to 700 m, 300 up to
1900 m, and 735 above 1900 m

th 45 m up to 800 m and 75 m above 800
m

45 m up to 800 m and 75 m
above 800 m
Table 3. Mean Absolute Deviations of the Aerosol Extinction ��10�4 m�1� for Three Altitude Ranges �Stage I�

Lidar
Station

At 355 nm At 532 nm

350–2000 m 2000–3000 m 3000–4400 m 350–2000 m 2000–3000 m 3000–4400 m

ab �0.57 0.02 0.02 �0.11 �0.01 �0.19
at �0.18 �0.201 0.05 �0.25 0.09 �0.03
ba �0.21 0.26 0.07 �0.001 0.05 �0.03
hh 0.32 �0.07 0.15 0.38 0.12 �0.01
la �0.06 �0.11 0.06 0.04 0.09 �0.05
lc 0.05 0.63 0.42 0.06 �0.06 0.22
le 0.12 �0.01 �8 � 10�5 0.12 0.04 �0.07
na �0.42 �0.08 0.07 0.003 0.04 �0.09
ne �0.51 0.11 0.07 �0.41 0.03 �0.11
po 0.03 0.08 0.08 0.10 0.03 �0.06
th �0.12 �0.38 �0.35 �0.10 0.04 0.06
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onditions when just Raman and elastic lidar signals
nd ground values of temperature and pressure are
nown.
The second stage of the intercomparison �Stage II�

as been devoted to studying the differences in the
esults obtained with the various algorithms used.
or this purpose, more constraints in this stage have
een imposed: All systematic effects have been ex-
luded and the atmospheric model �temperature and
ressure profiles�, the wavelength dependence, and
he effective spatial resolution were fixed. With

ig. 4. �a�, �b� Comparison of the extinction coefficient profiles
orresponding solutions �thicker curves�. �c� Mean deviations an
erosol extinction profiles at 355 and 532 nm, calculated for two d
hese constraints, the differences in the results for
erosol extinction, backscatter, and lidar ratio as well
s for error calculation have to be ascribed only to the
ifferences in the algorithms. For Stage II the fol-
owing information was distributed:

• Wavelength dependence parameter k � 1.8,
• Input pressure and temperature profiles, as

iven in Fig. 2, and
• Reference value for the backscatter at both 355

nd 532 nm �8.63 � 10�9 and 5 � 10�9 m�1 sr�1 in

eved at 355 nm and at 532 nm by each lidar station, and the
an quadratic deviations between the solution and the retrieved

ent height ranges �Stage II�.
retri
d me
iffer
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he 6–7-km altitude range at 355 and 532 nm, re-
pectively�;

nd each group was asked to provide

�a� Extinction and backscatter profiles up to 6 km
f height with a fixed resolution �150 m up to 700-m
eight, 300 m up to 1900-m height, and 735 m above
900-m height� for both wavelengths and
�b� Lidar ratio profiles up to 2 km of height and
ean lidar ratio values in the height range 3500–

000 m.

Each group used the step function method intro-
uced in Section 3 to verify the effective spatial res-
lution produced by its own analysis algorithm.
To perform a quantitative evaluation of the quality

f the various algorithms presented in Section 5, we
onsidered two statistical estimators �parameters�:
eighted mean deviation and weighted mean qua-
ratic deviation between the retrieved profiles and
he solution, defined as

mean deviation � �xi � si

si
�

w

, (3)

ean quadratic deviation � ���xi � si

si
	2�

w
�1�2

, (4)

here xi and si are the values of the retrieved solution
nd of the solution profile �simulated signal input
rofiles�, respectively, at height zi and w means
eighted, where for weight we considered the statis-

ical error related to xi.
The mean deviation gives an evaluation of the mean

ifference between the results and the solution in a
xed height range, whereas the mean quadratic devi-
tion gives an evaluation of the mean fluctuation of the
esults around the solution in a fixed height range.

This intercomparison can be regarded as successful
f the deviations between the retrieved profiles and
he solutions are below the maximum allowed devi-
tions as fixed within the EARLINET for the instru-
ent intercomparison experiment.4,5 These limits

an be adopted here also, because the noise level

Table 4. Mean Absolute Deviations of the Aerosol E

Lidar
Station

At 355 nm

350–2000 m 2000–3000 m 3000–44

ab �0.28 0.12 �0.0
at 0.06 �0.05 �0.3
ba �0.14 0.03 �0.0
hh 0.18 0.20 �0.0
la 0.19 0.11 0.1
lc 0.13 0.17 0.0
le 0.08 0.17 0.1
na 0.33 0.19 0.1
ne 0.09 0.02 0.0
po 0.23 0.03 0.0
th �0.09 0.16 �0.4
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dded to the synthetic lidar signals used for this in-
ercomparison has been fixed such that the mean
eviations from the solutions are expected to be
ithin these limits.

. Intercomparison Results

. Aerosol Extinction

n Table 1, all the groups of scientists who partici-
ated in this intercomparison are listed by location,
long with the Raman algorithm used. Figure 3
hows the extinction profiles provided by the various
roups at both 355 and 532 nm for Stage I, compared
ith the solution, which is shown as a darker curve.
s we said in Section 4, these results were obtained
ithout any further information. Each group as-

umed pressure and temperature profiles and a spe-
ific value for parameter k. All groups provided
xtinction profiles with different spatial resolutions,
hich are listed in Table 2. In the first height range,
p to 2000 m, differences among the extinction pro-
les are within 20%, and no significant bias was ob-
erved for either wavelength. In the height range
000–4400 m, where an aerosol layer is present in
he solution, differences among the extinction profiles
re typically within 20% again. In Fig. 3�c� the rel-
tive mean and the quadratic deviations between the
xtinction coefficients and the solution are given for
oth wavelengths in the 350–2000-m height range,
hich is representative of the planetary boundary

ayer, and in the 3000–4400-m height range where
n aerosol layer is present. Mean deviations are
ithin 15% in the 350–2000-m height range and
ithin 20% in the 3000–4400-m height range at both
avelengths for most of the lidar stations. These

esults are consistent with the statistical errors,
hich, although there is a large variability for each
roup, are on average within 25% for the first height
ange and reach as much as 50% in the second height
ange at both 355 and 532 nm. Large errors in the
econd height range are strictly related to the low
NR level of �10, with respect to the mean SNR of
70 in the 350–2000-m height region, whereas the
ifferences in the errors for each group have to be
scribed to the use of different spatial resolutions.

ion ��10�4 m�1� for Three Altitude Ranges �Stage II�

At 532 nm

350–2000 m 2000–3000 m 3000–4400 m

�0.02 0.17 �0.18
0.18 0.05 �0.60

�0.10 0.16 0.05
0.04 0.12 �0.08
0.07 0.06 �0.01
0.12 0.05 �0.05
0.06 0.04 �0.05
0.16 0.10 0.01
0.07 �0.01 0.03
0.09 0.03 �0.05

�0.05 0.09 �0.57
xtinct

00 m

9
9
3
1
2
9
0
3
5
7
5
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igure 3�c� also shows that different algorithms and
ifferent altitude resolutions provide similar mean
uadratic deviations for most of the groups for both
avelengths and height ranges. The absolute mean
eviations between the extinction coefficients and the
olution for both wavelengths and for each station are
isted in Table 3 for Stage I. Results obtained for
tage I meet the requirements fixed within the EAR-
INET4,5; the mean relative deviations are within
0% for most of the stations, and the absolute mean
eviations are always less than 5 � 10�5 m�1, also in

ig. 5. �a�, �b� Comparison of the backscatter coefficient profil
orresponding solutions �thicker curves�. �c� Mean deviations an
erosol backscatter profiles at 355 and 532 nm, calculated for two
he height range 2000–3000 m, which is representa-
ive of a region with a low aerosol load.

Figure 4 shows the results for Stage II, where all
he ancillary information has been provided to all
roups and the effective spatial resolution has been
xed. Here the differences among the extinction
rofiles are within 10% and 20% in the 350–2000 and
n the 3000–4400-m height ranges, respectively, ex-
ept at three stations �Athens, Barcelona, Thessal-
niki� for which in some points they are as much as
0%. With respect to Stage I, in this case, when the

trieved at 355 nm and 532 nm by each lidar station, and the
an quadratic deviations between the solution and the retrieved
rent height ranges �Stage I�.
es re
d me
diffe
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ffective spatial resolution has been fixed, both mean
nd quadratic deviations are similar for the groups
hat use similar Raman algorithms such as a sliding
inear least-squares fit, a second-order Savitzky–
olay digital filter, and a sliding average. In a qua-
ratic fit, a polynomial fit, and a least-squares fit, the
esults in terms of mean deviations and quadratic
eviations seem to be worse than for Stage I, and this
ould be related to the fact that for these kinds of
ata-processing procedures resolutions of 150 m up to
00 m, 300 m up to 1900 m, and 735 m above 1900 m,
xed for this intercomparison, were not the best
hoices because mean deviations and quadratic devi-
tions depend strongly on the effective spatial reso-
ution that is related to the number of points used in
he fitting procedure. On average, statistical errors
re within 20% in the first height range and within
0% in the second height range for both wavelengths;
n this case errors are quite similar for each group
ecause of the common fixed spatial resolution. The
bsolute mean deviations between the extinction co-
fficients and the solution for both wavelengths and
or each station are listed in Table 4 for Stage II.
lso for this stage, results meet the requirements
xed within the EARLINET.4,5

This intercomparison showed the goodness of all
he algorithms used. In particular, no large differ-
nces were noted in the aerosol extinction profiles
btained in the two stages of the intercomparison.
n the 350–2000-m height range, some stations
Aberystwyth, Athens, Napoli, Neuchâtel, Thessal-
niki� underestimated the solution �Fig. 3�c�
. The
bserved bias is a systematic effect caused by the
nknown temperature and pressure profiles and
avelength parameter k: An underestimation of 10
in temperature leads to an overestimation of the

ayleigh correction with a consequent underestima-
ion of the aerosol extinction of a few percent, and the
hoice of k � 1 instead of k � 1.8 introduces an
nderestimation of the aerosol extinction of approx-

mately 3–4%; in fact, this bias is no longer present in
tage II �Fig. 4�c�
, where these parameters are
nown. In the 3000–4400-m height range, a nega-
ive bias is present for all groups for both stages
ecause of the application of an average procedure

Table 5. Mean Absolute Deviations of the Aerosol Back

Lidar
Group

At 355 nm

350–2000 m 2000–3000 m 3000–440

ab 0.79 0.37 0.21
at �0.18 �0.23 �0.57
ba �0.76 �0.40 �0.54
hh �0.87 �0.58 �0.66
la �0.36 �0.22 �0.36
lc �0.003 0.20 0.13
le 0.54 �0.09 �0.29
na �0.79 �0.12 �0.30
ne �0.26 �0.002 �0.16
po �0.03 �0.01 �0.10
th �0.29 �0.37 �0.44
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hat is necessary in all Raman algorithms for calcu-
ating the derivative of the logarithm of the ratio
etween the atmospheric number density and the
ange-corrected lidar-received power. Sharp gradi-
nts in the aerosol profile, as in our case above
000-m, are systematically underestimated after ver-
ical signal averaging. This demonstrates that the
ssumptions of atmospheric pressure and tempera-
ure profiles and of wavelength-dependence parame-
er k generally introduce an uncertainty that is
egligible compared with the uncertainty caused by
he algorithm and the signal statistics, whereas sys-
ematic effects could be predominant in a height re-
ion where the lidar SNR is higher.

. Aerosol Backscatter

igure 5 illustrates the aerosol backscatter profiles
btained by each group compared with the solution
or Stage I; spatial resolutions are the same as for the
xtinction calculation. This figure shows rather sat-
sfactory agreement among all groups for both wave-
engths, even though in this case no reference values
or the backscatter have been provided. Mean sta-
istical errors are �20% in the 350–2000-m height
ange and �30% in the second height range at both
avelengths. Figure 5�c� reports the relative mean
eviations from the solution and the quadratic devi-
tions for Stage I; mean deviations are typically
ithin 20% in both height ranges for both 355- and
32-nm, with a few exceptions at 355 nm for the
000–4400-m height range. The absolute mean de-
iations between the aerosol backscatter coefficients
nd the solution for both wavelengths and for each
tation are listed in Table 5 for Stage I.
Figure 6 shows the aerosol backscatter profiles ob-

ained by each group for Stage II, for which the ref-
rence values for the backscatter were provided and

common altitude resolution was used. Results
how satisfactory agreement in this stage, as well.
ean statistical errors are within 15% in the lower

eight range and �30% in the upper height range at
55 nm; at 532 nm the errors are �10% in the lower
eight range and �20% in the upper height range.
igure 6 also illustrates mean deviations and qua-
ratic deviations that show again, as has already

er ��10�6 m�1 sr�1� for Three Altitude Ranges �Stage I�

At 532 nm

350–2000 m 2000–3000 m 3000–4400 m

0.09 0.09 �0.20
�0.03 �0.01 �0.10
�0.64 �0.25 �0.32
�0.30 �0.16 �0.22

0.15 0.06 0.11
�0.15 �0.02 0.14
�0.11 �0.11 �0.15
�0.09 �0.02 �0.01

0.23 0.15 0.33
0.05 0.003 0.10

�0.003 �0.02 �0.11
scatt

0 m



b
s
L
t
i
a
a

b
u
r
f
a

m
e

C

L
u
s
d
f
t
t
s

F
s
p

een seen for the aerosol extinction intercomparison,
imilar behavior for the Hamburg, L’Aquila, Lecce,
eipzig, Napoli, Neuchâtel, and Potenza lidar sta-
ions. These similar results are related to the sim-
lar data-handling procedures used at the same fixed
ltitude resolution. The absolute mean deviations
re listed in Table 6.
This intercomparison of the algorithms for the

ackscatter profiles by use of Raman and elastic sim-
lated lidar signals shows that, even without any
eference for the backscatter, the retrievals starting
rom simultaneous Raman and elastic lidar signals
re quite good, and this result demonstrates how

ig. 6. �a�, �b� Comparison of the backscatter coefficient profiles re
olutions �thicker curves�. �c� Mean deviations and mean quadrat
rofiles at 355 and 532 nm, calculated for two different height ran
uch more powerful the combination of Raman and
lastic lidar is than elastic lidar only.6

. Lidar Ratio

idar ratio profiles were calculated for both stages by
se of the corresponding aerosol extinction and back-
catter profiles. Quantitative comparisons of the li-
ar ratio profiles with the solution were performed
or both stages up to 2 km, given that at high alti-
udes the low lidar SNR does not allow for the re-
rieval of lidar ratio profiles with reasonable
tatistical errors and fluctuations.
Figure 7�a� shows the aerosol backscatter coefficient

ed at 355 and 532 nm by each lidar station, and the corresponding
iations between the solution and the retrieved aerosol backscatter
�Stage II�.
triev
ic dev
ges
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rofiles used as the input profile to produce the simu-
ation. Figures 7�b� and 7�c� show a comparison be-
ween the lidar ratio profiles obtained by each station
nd the solution, at both 355 and 532 nm, for Stage I.
hese results show satisfactory agreement with the
olution within the aerosol layer up to 1.6 km, whereas
t higher altitudes, at the boundaries of the layer
here the aerosol backscatter decreases, deviations

rom the solution become larger. For both wave-
engths, mean deviations from the solution are always

ig. 7. �a� Aerosol backscatter coefficient profiles at 355 and 53
c� Comparison of the lidar ratio profiles retrieved at 355 and 53
urves�. �d� Mean deviations and mean quadratic deviations b
32 nm �Stage I�.
382 APPLIED OPTICS � Vol. 43, No. 28 � 1 October 2004
ithin 30%, mean quadratic deviations are within
0%, and statistical errors are within 30%.
Figure 8 illustrates the comparison between the

idar ratio profiles for each station at both 355 and
32 nm for Stage II. Mean deviations from the so-
ution are within 20% for each group and for both
avelengths; these values are consistent with the

tatistical errors that are always within 25% at both
55 and 532 nm. Mean quadratic deviations for the
idar ratio are within 10% for most of the stations at

used as input in the simulation for the intercomparison. �b�,
by each lidar station, and the corresponding solutions �thicker
n the solution and the retrieved lidar ratio profiles at 355 and
2 nm
2 nm
etwee



F
C
M

ig. 8. �a� Aerosol backscatter coefficient profiles at 355 and 532 nm used as input in the simulation for the intercomparison. �b�, �c�
omparison of the lidar ratio profiles retrieved at 355 and 532 nm by each lidar station, and the corresponding solutions �thicker curves�. �d�
ean deviations and mean quadratic deviations between the solution and the retrieved lidar ratio profiles at 355 and 532 nm �Stage II�.
Table 6. Mean Absolute Deviations of the Aerosol Backscatter ��10�6 m�1 sr�1� for Three Altitude Ranges �Stage II�

Lidar
Group

At 355 nm At 532 nm

350–2000 m 2000–3000 m 3000–4400 m 350–2000 m 2000–3000 m 3000–4400 m

ab �0.56 �0.24 �0.22 0.05 0.15 �0.16
at �0.63 �0.72 �0.62 0.68 �0.004 0.03
ba �0.10 �0.69 �0.91 0.22 �0.05 �0.07
hh �0.24 �0.10 �0.38 0.11 0.11 0.07
la �0.54 �0.21 �0.40 0.12 0.07 0.08
lc 0.10 0.39 �0.04 0.08 0.16 0.03
le 0.59 0.17 �0.30 0.36 0.19 0.09
na �0.26 �0.09 �0.25 0.09 0.02 0.06
ne �0.35 �0.16 �0.33 0.22 0.02 0.08
po �0.16 0.09 �0.18 �0.01 �0.02 �0.03
th �0.46 �0.30 �0.63 0.41 0.13 0.02
1 October 2004 � Vol. 43, No. 28 � APPLIED OPTICS 5383
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oth wavelengths. As in Stage I, we can observe
isagreement between the calculated lidar ratio pro-
les and the corresponding input profiles above
600 m, where the aerosol backscatter coefficient de-
reases. The results for Stage II shown in Fig. 8�c�
re similar for all stations because of the fixed alti-
ude resolution and also because in this stage more
nformation has been provided.

The aerosol layer that is present from 3 to 4.4 km
n the simulation �Fig. 2� is representative of an
nomalous aerosol layer that could be related, for
xample, to forest-fire smoke plumes. It is reason-
ble in this case to compare the mean values of the
idar ratio in the layer that can be representative of
he aerosol type. For this lofted layer the mean lidar
atio values given in Table 7 were calculated in the
eight region 3600–3900 m for each station to ex-
lude the boundaries of the aerosol layer in the cal-
ulations. These values are in good agreement with
he corresponding values of the solution at both 355
nd 532 nm; deviations from the solution are 2–15%
t 355 nm and 2–12% at 532 nm.

. Conclusions

he results of an intercomparison of Raman lidar
lgorithms involving 11 lidar teams in the framework
f the EARLINET network have been presented.
he intercomparison has focused mainly on the aero-
ol extinction evaluation starting from nitrogen Ra-
an lidar signals at two wavelengths and then on the

etrieval of aerosol backscatter by use of the com-
ined Raman elastic-backscatter lidar technique.
his intercomparison shows that the aerosol extinc-

ion evaluation can be accomplished with good accu-
acy for all participating groups. For Stage I, mean
eviations of the retrieved aerosol extinction profiles
rom the solution were within 15% and 20% in the
50–2000- and the 3000–4400-m height ranges, re-
pectively, and, for Stage II were within 10% and 20%
n the 350–2000- and the 3000–4400-m height
anges, respectively. The errors provided by each

Table 7. Comparison of Mean Lidar Ratio Values Calculated in Height
Region 3.6–3.9 km for Each Station with the Value Used in the

Simulation

Lidar
Group

Mean Lidar Ratio �sr�

At 355 nm
�3.6–3.9 km�

At 532 nm
�3.6–3.9 km�

ab 69 � 12 44 � 7
at 58 � 8 47 � 5
ba 57 � 14 56 � 4
hh 63 � 4 49 � 1
la 61 � 6 49 � 2
lc 61 � 5 51 � 3
le 59 � 6 47 � 3
na 56 � 4 48 � 2
ne 55 � 12 48 � 8
po 56 � 6 48 � 2
th 58 � 8 51 � 5
solution 60 50
384 APPLIED OPTICS � Vol. 43, No. 28 � 1 October 2004
roup are consistent with what was expected; more-
ver, all the calculated deviations from the solution
ere found to be within the expected errors. Results
f the intercomparison for the aerosol extinction pro-
les show also that, with a common fixed spatial
esolution, the various Raman algorithms used influ-
nced not the errors but only the mean deviations
rom the solution.

This intercomparison has shown satisfactory re-
ults for the aerosol backscatter coefficient also.
oth relative and absolute deviations typically were
ithin the maximum allowed deviations that had
een fixed within the EARLINET. This intercom-
arison shows in particular that, even without any
eference value for the backscatter, the retrieval of
he aerosol backscatter starting from simultaneous
aman and elastic lidar signals is satisfactory,
emonstrating how much more powerful the Ra-
an elastic-backscatter lidar technique is com-

ared with that for which only elastic lidar signals
re available.
Finally, the lidar ratio intercomparison has dem-

nstrated the capability of each participating group
o obtain lidar ratio profiles in the planetary bound-
ry layer with a mean deviation from the solution
ithin 30% without any ancillary information �Stage

� and within 20% with additional information �Stage
I�. For the lidar ratio, a particular case was also
onsidered: the evaluation of the mean value of this
arameter within an aerosol layer at higher altitudes
hat is representative of typical layers related to spe-
ial events such as Saharan dust outbreaks, forest
res, and volcanic eruptions. Good results were ob-
ained for this case as well: Mean deviations from
he solution were 2–15% at 355 nm and 2–12% at 532
m.

We gratefully acknowledge the financial support
rovided for this study by the European Commission
nder grant EVR1-CT-1999-40003 and thank the
wiss Federal Office for Education and Sciences for
upport from the Observatoire Cantonal Neuchâtel
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Boselli, G. Carlsson, A. Chaikovsky, G. Chourdakis, A. Com-



1

1

1

1

1

1

1

1

1

1

2

2

2

2

2

2

2

2

2

2

3

3

3

3

3

eron, F. De Tomasi, R. Eixmann, V. Freudenthaler, H. Giehl, I.
Grigorov, A. Hågård, M. Iarlori, A. Kirsche, G. Kolarov, L.
Komguem, S. Kreipl, W. Kumpf, G. Larchevêque, H. Linné, R.
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G. Pappalardo, J. Pelon, C. Pérez, R. M. Perrone, R. Persson,
D. P. Resendes, V. Rizi, F. Rocadenbosch, J. A. Rodrigues, L.
Sauvage, L. Schneidenbach, R. Schumacher, V. Shcherbakov,
V. Simeonov, P. Sobolewski, N. Spinelli, I. Stachlewska, D.
Stoyanov, T. Trickl, G. Tsaknakis, G. Vaughan, U. Wandinger,
X. Wang, M. Wiegner, M. Zavrtanik, and C. Zerefos, “EARLI-
NET: a European aerosol research lidar network to establish
an aerosol climatology,” Rep. 348 �Max-Planck-Institut für Me-
teorologie, Hamburg, Germany, 2003�, http:��lidarb.dkrz.de�
earlinet�.
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