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erosol lidar intercomparison in the framework of the
ARLINET project. 2. Aerosol backscatter algorithms

hristine Böckmann, Ulla Wandinger, Albert Ansmann, Jens Bösenberg,
assilis Amiridis, Antonella Boselli, Arnaud Delaval, Ferdinando De Tomasi,
ax Frioud, Ivan Videnov Grigorov, Arne Hågård, Matej Horvat, Marco Iarlori,
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lexandros Papayannis, Gelsomina Pappalardo, Francesc Rocadenbosch,
ose António Rodrigues, Johannes Schneider, Valery Shcherbakov, and
atthias Wiegner

An intercomparison of aerosol backscatter lidar algorithms was performed in 2001 within the framework
of the European Aerosol Research Lidar Network to Establish an Aerosol Climatology �EARLINET�.
The objective of this research was to test the correctness of the algorithms and the influence of the lidar
ratio used by the various lidar teams involved in the EARLINET for calculation of backscatter-coefficient
profiles from the lidar signals. The exercise consisted of processing synthetic lidar signals of various
degrees of difficulty. One of these profiles contained height-dependent lidar ratios to test the vertical
influence of those profiles on the various retrieval algorithms. Furthermore, a realistic incomplete
overlap of laser beam and receiver field of view was introduced to remind the teams to take great care in
the nearest range to the lidar. The intercomparison was performed in three stages with increasing
knowledge on the input parameters. First, only the lidar signals were distributed; this is the most
realistic stage. Afterward the lidar ratio profiles and the reference values at calibration height were
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Catalunya, Jordi Girona 1-3, Edifici D4-016, 08034 Barcelona,
Spain; J. A. Rodrigues was with the Centro de Fı́sica de Plasmas,
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provided. The unknown height-dependent lidar ratio had the largest influence on the retrieval, whereas
the unknown reference value was of minor importance. These results show the necessity of making
additional independent measurements, which can provide us with a suitable approximation of the lidar
ratio. The final stage proves in general, that the data evaluation schemes of the different groups of lidar
systems work well. © 2004 Optical Society of America

OCIS codes: 010.3640, 010.7030, 280.1100, 280.3640, 290.1350, 290.2200.
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. Introduction

he European Aerosol Research Lidar Network to
stablish an Aerosol Climatology �EARLINET� is a

oint project of 22 groups of lidar scientists operating
erosol lidar systems at 24 stations over a large part
f Europe plus one group that is focusing on the
athematical problems associated with the retrieval

f aerosol properties from lidar observations and one
roup using a regional atmospheric dust model to
imulate all major phases of aerosol desert dust in the
tmosphere as well as to validate the model’s results
ompared with lidar observations. The last three
roups named in Table 1, namely, those abbreviated
g, sf, and be in this paper got the opportunity to join
he project only in 2002 because of political changes
oncerning the European Union. The main goal of
ARLINET is to establish a comprehensive statisti-
ally representative data set of the aerosol vertical
istribution. For this purpose, each lidar group per-
orms vertical aerosol soundings on a routine basis
hree times a week on preselected days and times.
dditionally, several special measurements, e.g., of
aharan dust, temporal cycles, rural and urban dif-

erences, and long- and medium-range transport, are
art of the project.1
Most of the lidar systems transmit at least two
avelengths between UV and the near-IR spectral

egions. A large number of systems are also
quipped with Raman channels to detect the inelastic
aman backscattering from nitrogen molecules for
eriving quantitative aerosol extinction profiles.2
Homogeneous and well-established data are key

rerequisites for the use of combined data that orig-
nate from different systems. Because the establish-

ent of a joint data set and its use in comparative
tudies are major objectives of EARLINET, specific
ttention is given to data quality assurance.
Besides instrument intercomparison,3 a basic ex-

rcise to ensure the quality of network measurements
s the comparison of the algorithms that are used to
alculate the optical parameters from lidar signals.
he importance of such comparisons was shown and
roved in publications that described similar
etworks4–6 and was accepted by the public at vari-
us conferences.7,8

Therefore intercomparisons of algorithms for re-
rieval as applied by different lidar groups were or-
anized as part of the European Lidar Network.
etrieval of the particle backscatter-coefficient pro-
le from a backscatter lidar is treated in detail in this
aper. The retrieval of the particle extinction-
78 APPLIED OPTICS � Vol. 43, No. 4 � 1 February 2004
oefficient profile from a Raman lidar was considered
riefly in Ref. 9 and will be proposed in more detail in
ef. 10, i.e., in Part 3 of this series of paper.
In Section 2 we briefly describe the well-known

etrieval method as it is applied to backscatter lidar
ata. In Section 3, procedures for evaluation and
ata simulation are shown. In Section 4 the results
f the intercomparison study are discussed, and fi-
ally some conclusions are given.

. Method of Backscatter-Coefficient Retrieval from
idar Signals

he basis of any lidar signal analysis is the lidar
quation that describes the receiver signal as a func-
ion of atmospheric and system parameters. The li-
ar equation in its simplest form is valid for quasi-
onochromatic emission of the laser light,

nstantaneous scattering, and negligible multiple
cattering and coherence:

P��, z� � P0���C
O� z�

z2 ���, z�

� exp��2 �
0

z

���, ��d�� , (1)

here P��, z� is the backscattered laser power at
avelength � from range z and P0��� is the emitted

aser power at wavelength �. C is the range-
ndependent system constant and O�z� is the overlap
unction. ���, z� stands for the backscatter coeffi-
ient and ���, �� is the total extinction coefficient.

	 
Ac�L�2 depends on efficiency 
 of the detector
ystem, receiving telescope area A, and pulse width of
he laser �L. The speed of light is c.

Different methods can be applied to derive aerosol
ertical profiles from lidar measurements. If only
lastically backscattered light at one laser wave-
ength is available, aerosol backscatter profiles can be
alculated only if assumptions are made about the
elation between aerosol extinction and backscatter
oefficients �lidar ratio� and for the backscatter coef-
cient at a calibration range. Because there is poor
priori knowledge of the lidar ratio and its profile, we

how in this paper and in the companion paper3 �Part
� that the largest uncertainty in retrieving comes
rom the estimation of the lidar ratio. However, this
ype of lidar device is widely used because single-
avelength backscatter lidars are the systems that
re easiest to operate and because it is at least a
y-product of any lidar measurement.
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To solve the lidar equation for one wavelength in
he simplest case of no gaseous absorption it is useful
o split backscatter and extinction into their molecu-
ar and aerosol parts and to use only that part of the
rofile at which the laser beam fully overlaps the field
f view of the receiving telescope, i.e., O�z� 	 1:

P��, z� � P0���C
�aer��, z� � �mol��, z�

z2

� exp��2 �
0

z

�aer��, �� � �mol��, ��d�� ,

(2)

ith the extinction coefficient

���, z� � �mol��, z� � �aer��, z�

� �mol
abs��, z� � �mol

sca��, z� � �aer
abs��, z�

� � sca��, z�. (3)

Table 1. Participating Lidar System Groups

Abbreviated
Name of
Groupb Lidar Group

ab Department of Physics, University of Wales, Abery
at Department of Physics, National Technical Univers
ba Universitat Politècnica de Catalunya, Barcelona, S
be Institute of Geophysics, Polish Academy of Science
gp Institut für Meteorologie und Klimaforschung, Gar

Germany
hh Max-Planck-Institut für Meteorologie, Hamburg, G
ju École Polytechnique Fédérale de Lausanne, Lausan
kb Leibniz-Institut für Atmosphärenphysik, Kühlungs
la Departimento di Fisica, Università degli Studi, L’A
lc Istituto Nazionale per la Fisica della Materia, Dipa

Universitá di Lecce, Lecce, Italy
le Institute for Tropospheric Research, Leipzig, Germ
li Centro de Fı́sica de Plasmas, Instituto Superior Té
lk Division of Sensor Technology, Linköping, Sweden
mi Institute of Physics, National Academy of Sciences
mu Meteorologisches Institut der Universität München
na Istituto Nazionale per la Fisica della Materia, Com

Angelo, Naples, Italy
ne Observatoire de Neuchâtel, Neuchâtel, Switzerland
ng Laboratory for Astroparticle Physics, Nova Gorica
pl Institute Pierre Simone Laplace, Palaiseau Cedex,
po Istituto di Metodologie per l’Analisi Ambientale, Po
sf Institute of Electronics, Bulgarian Academy of Scie
th Laboratory of Atmospheric Physics, University of T

aHeight-dependent lidar ratio, both integration directions from
bThe abbreviations for the lidar groups used here are the same
aer
ssuming that the molecular part of Eq. �3� can be
alculated by use of standard atmosphere conditions
r an atmospheric density profile from radiosondes
earby launched, �aer�z� and �aer�z� remain two
eight-dependent unknowns and only one signal has
een measured. One usually solves this problem by
ssuming an �a priori unknown� relationship be-
ween aerosol backscatter and extinction. Saer��, z�

�aer��, z���aer��, z� is usually called the lidar ratio.
t is wavelength and height dependent. The deter-
ination of �aer�z� for one wavelength from Eq. �2�

equires the additional assumption of an unknown
onstant that represents the height-independent sys-
em parameters. To solve the equation for �aer�z�,
sually a calibration or reference value �aer��, z0� is
hosen that prescribes the aerosol backscatter at a
ertain height z0.

Under these assumptions, the equation for �aer�z�
an be solved following the research of Klett,11,12 Fer-
ald et al.,13 and Fernald,14 using the notation

apabilities of Their Processing Algorithmsa

Algorithm

Lidar
Ratio

Integration
Direction Radiosonde

th, United Kingdom Yes Yes Yes
f Athens, Athens, Greece Yes No No

Yes No No
rsaw, Poland Yes Yes Yes
-Partenkirchen, Yes Yes No

ny Yes Yes Yes
witzerland Yes Yes Yes

, Germany Yes Yes Yes
, Italy Yes Yes Yes
ento di Fisica, Yes Yes Yes

Yes Yes Yes
, Lisbon, Portugal Yes Yes Yes

Yes Yes Yes
sk, Belarus Yes Yes Yes
nich, Germany Yes Yes Yes
o Universitario di Monte S. Yes Yes Yes

Yes Yes Yes
echnic, Nova Gorica, Slovenia Yes Yes Yes
ce Yes Yes Yes
a, Italy Yes Yes Yes
Sofia, Bulgaria Yes No Yes

aloniki, Greece Yes Yes Yes

alibration point, and the possibility of including radiosonde data.
that are used in the EARLINET data base.
and C
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the c
�aer� z� � ��mol� z� �

P� z� z2 exp��2�Saer � Smol� �
0

z

�mol���d��
P0 C � 2Saer �

0

z

P����2 exp��2�Saer � Smol� �
0

�

�mol� z��dz��d�

, (4)
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here Smol 	 �mol��, z���mol��, z� 	 8�3. Calibra-
ion in height z0 gives system constants P0���C.

riting X�z� 	 P�z�z2 gives
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quation �5� can then be solved iteratively downward
r upward from z0. It is advantageous with respect
o the error propagation to chose a height z0 � z, i.e.,
o use calibration in the far range. Molecular ab-
orption is neglected here. Molecular scattering can
e calculated from

�mol
sca� z, �; p, T� �

243�mair
2 � 1�2

�4NS
2�mair

2 � 2�2

6 � 3�

6 � 7�

� NS

T0

p0

p� z�

T� z�
, (6)

ith refractive index of the air mair, depolarization
actor15 � �� is 0.0301, 0.0284, and 0.0273 for 350, 550,
nd 1000 nm, respectively�, and molecular number
ensity Ns 	 2.547 � 1019 cm�3 for standard atmo-
pheric conditions at ground level �p0 	 1013.25 hPa,
0 	 15 °C�. Profiles of temperature T�z� and pres-
ure p�z� are taken from actual radiosonde measure-
ents or from a standard atmosphere16,17 with actual

round values of temperature and pressure. We em-
hasize once again that two unknown quantities, the
article lidar ratio and the particle backscatter coef-
cient �aer�z0� at a suitable reference height z0, have
o be estimated in the determination of the particle
ackscatter-coefficient profile after Eq. �5�. The nu-
erical application of Eq. �5� have been discussed in

he literature, identified as the Fernald or the Klett
lgorithm, for more than 20 years. Contributions to
olving the problem are also given in Refs. 18–21.
ll those improvements are usually considered in the

ndividual algorithms constructed by the various li-
ar groups.

. Evaluation Procedure and Data Simulation

etermination of the particle backscatter coefficient
rom a single elastic backscatter signal was investi-
ated as part of our intercomparison of algorithms.
The procedure for the algorithm intercomparison
as divided into three stages. Stage 1 is the hardest

ne because the degree of a priori knowledge avail-
ble before the retrieval is smallest. The three
tages were as follows:

Stage 1: The simulated signals, without any in-
ormation on the input parameters except on the
tandard atmosphere used, were distributed to all
roups. Each group calculated particle backscatter
oefficient profiles, using its own algorithm.
80 APPLIED OPTICS � Vol. 43, No. 4 � 1 February 2004
Stage 2: The prescribed lidar ratio profile was
rovided to all groups. The evaluation was re-
eated.
Stage 3: The reference value at calibration height
as also provided. The evaluation was repeated.

For each stage the results were collected and eval-
ated by numerical group at the Institute of Mathe-
atics of the Potsdam University, Germany because

his group is not involved in experimental lidar work
nd acted as the referee. The first stage was the
ost difficult but also the most realistic one, because

t that stage lidar-ratio profiles and reference values
ere unknown. Therefore, not only the correctness
nd accuracy of the algorithms but also the depen-
ence of the solution on estimates of the lidar ratio
nd on the reference value were proved. In the third
nd final stage all parameters were known. So the
umerical correctness and stability of the algorithms
ere definitely tested.
Three cases were developed for the major algo-

ithm intercomparison. Therefore all participating
roups, whose names and initials are listed in Table
, except groups be, li, ng, and sf, processed three sets
f synthetic lidar data, using their individual algo-
ithms. Some specific details of the groups’ individ-
al algorithms are presented in Table 1. Thereby,
ynthetic lidar signals were used to test the numer-
cal correctness and accuracy of the algorithms as
ell as the experience of the groups and the limits of

he method itself. The three cases with different
egrees of difficulty in solving for the backscatter
oefficients were calculated with the lidar simulation
odel of the Institute of Tropospheric Research,
eipzig, Germany.
The simulations were performed by a person who
as not involved in the evaluation of these data for the

ntercomparison study, and the input data were not
nown to other persons. The Institute of Tropo-
pheric Research’s software permits simulation and
valuation, elastically and inelastically, of the depen-
ence of backscattered lidar signals at arbitrary wave-
engths on a variety of system parameters for a
ariable model atmosphere with arbitrary aerosol and
loud layers. Sky background, background noise, and
ignal noise are considered as well. Atmospheric in-
ut parameters are profiles of temperature and pres-
ure used in calculating Rayleigh scattering and
rofiles of extinction coefficients and lidar ratios for the
imulation of aerosol and cloud layers.

In more detail, three different data sets of elastic
ackscatter signals at wavelengths of 355, 532, and
064 nm were simulated. A U.S. standard atmo-
�aer� z� � ��mol� z� �

X� z�exp��2�Saer � Smol� �
z0

z

�mol���d��
X� z0����aer� z0� � �mol� z0�� � 2Saer �

z0

z

X���exp��2�Saer � Smol� �
z0

�

�mol� z��dz��d�

. (5)
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phere22 with a ground pressure of 1013 hPa and a
round temperature of 0 °C, a tropopause height of
2.0 km, and the isothermal conditions over this
ayer was assumed. The signal profiles were simu-
ated without signal noise. An incomplete overlap of
aser beam and receiver field of view below 250 m was
ntroduced. The simulation of the incomplete over-
ap should remind the experimenters that one has to
ake great care when one is working in the nearest
ange to the lidar, i.e., 100 m to several hundreds of
eters, where the overlap function is generally not
ell known, even if a correction is applied for; see Ref.
3. Typical system parameters, e.g., laser power
nd telescope diameter, were used for the calcula-
ions. However, they are not of importance for the
lgorithm intercomparison.
In all cases, only boundary-layer aerosols at

eights below 4.5 km were simulated. Minor parti-
le scattering in the free troposphere and the strato-
phere was introduced, and no clouds were
onsidered. The three simulation cases represent
ifferent atmospheric conditions with increasing de-
rees of difficulty in data evaluation:

Case 1: The first case did not represent realistic
tmospheric conditions. The extinction coefficient
as independent of wavelength and changed step-
ise from 3 � 10�4 m�1 below 1500 m to 3.5 � 10�4

�1 at 1500–2000 m and to 4 � 10�4 m�1 at 2000–
440 m and decreased to values below 10�6 m�1 over
440 m. The lidar ratio had a constant value of 50 sr
or all heights and all wavelengths.

Case 2: In the second case a significant aerosol
oad up to 4000 m was simulated �see Figs. 1�a�–1�c�.

more realistic, height-dependent extinction coeffi-
ient was assumed. In addition, the extinction coef-
cient changed with wavelength, with highest values
or the shortest wavelength and lowest values for the
ig. 1. Input data for �a�–�c� simulation case 2 and �d�–�f � simulation case 3. In case 3 all wavelengths have the same lidar ratio profile.
1 February 2004 � Vol. 43, No. 4 � APPLIED OPTICS 981
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ongest wavelength. The lidar ratio was height in-
ependent in the aerosol layer but took values of 64 sr
or 355 nm, 62 sr for 532 nm, and 42 sr for 1064 nm.
bove 4500 m the lidar ratio was 45 sr for all wave-

engths.
Case 3: In case 3 a significant aerosol load up to

300 m was simulated �see Figs. 1�d�–1�f �. Realis-
ic, height-dependent extinction coefficients and lidar
atios were introduced. The extinction coefficient
aried widely with wavelength at different heights.
he lidar ratio took values of 24–69 sr but did not
82 APPLIED OPTICS � Vol. 43, No. 4 � 1 February 2004
ary with wavelength. Above 3600 m the lidar ratio
as set to 45 sr for all wavelengths.
Case 4: Case 4 comprises an additional situation

or the lidar groups that joined the EARLINET com-
unity later, as mentioned above. The major inter-

omparison was already finished, and all results were
nown to the whole community. Therefore an en-
irely different test had to be used. It will be dis-
ussed only briefly. In case 4 a realistic EARLINET
vening winter measurement in central Europe near
unset without clouds but with a dominating high-
Table 2. Mean Errors with Standard Deviations of Cases 2 and 3 for Wavelength 355 nm in Stage 3

Lidar
System
Group

Case 2 Case 3

Mean Relative Error
at 0.3075–3.4875 km

�%�

Mean Absolute Error
at 3.5025–15.0675 km

�km�1 sr�1�

Mean Relative Error
at 0.3075–3.0075 km

�%�

Mean Absolute Error
at 3.0225–15.0675 km

�km�1 sr�1�

ab 1.76 � 1.05 5.01 � 10�6 � 4.27 � 10�6 0.72 � 0.47 5.07 � 10�6 � 3.81 � 10�6

at 3.73 � 5.65 8.76 � 10�7 � 2.56 � 10�6 1.39 � 1.45 1.92 � 10�6 � 4.73 � 10�6

ba 0.90 � 0.80 6.73 � 10�5 � 3.76 � 10�5 0.96 � 0.72 6.53 � 10�5 � 3.81 � 10�5

gp 4.82 � 1.85 4.41 � 10�5 � 1.71 � 10�5 3.76 � 2.14 3.15 � 10�5 � 2.58 � 10�5

hh 1.84 � 2.14 3.91 � 10�6 � 2.59 � 10�6 1.51 � 0.79 4.14 � 10�6 � 3.15 � 10�6

ju 1.54 � 0.91 1.72 � 10�5 � 1.28 � 10�5 1.01 � 0.85 1.85 � 10�5 � 1.41 � 10�5

kb 0.46 � 0.40 2.59 � 10�7 � 5.20 � 10�7 0.63 � 0.28 3.43 � 10�7 � 1.22 � 10�6

la 0.46 � 0.40 1.41 � 10�7 � 5.36 � 10�7 0.63 � 0.28 2.34 � 10�7 � 1.22 � 10�6

lc 0.45 � 0.40 2.95 � 10�7 � 5.76 � 10�7 0.63 � 0.28 9.31 � 10�7 � 2.17 � 10�6

le 0.45 � 0.38 3.94 � 10�7 � 5.42 � 10�7 0.60 � 0.30 4.94 � 10�7 � 1.14 � 10�6

lk 3.66 � 0.62 6.65 � 10�6 � 4.85 � 10�6 3.11 � 0.72 6.46 � 10�6 � 5.64 � 10�6

mi 0.45 � 0.41 4.27 � 10�7 � 6.52 � 10�7 0.68 � 0.47 5.41 � 10�7 � 1.34 � 10�6

mu 2.45 � 1.56 2.79 � 10�5 � 2.08 � 10�5 1.58 � 1.32 2.99 � 10�5 � 2.26 � 10�5

na 2.25 � 1.21 2.28 � 10�5 � 1.71 � 10�5 1.86 � 1.21 2.44 � 10�5 � 1.86 � 10�5

ne 0.46 � 0.40 1.43 � 10�7 � 5.42 � 10�7 0.63 � 0.29 2.38 � 10�7 � 1.24 � 10�6

pl 0.48 � 0.42 2.32 � 10�6 � 1.42 � 10�6 12.88 � 8.27 7.44 � 10�6 � 1.40 � 10�5

po 2.25 � 1.21 2.28 � 10�5 � 1.71 � 10�5 1.86 � 1.21 2.44 � 10�5 � 1.86 � 10�5

th 5.57 � 3.25 2.18 � 10�5 � 4.62 � 10�5 5.34 � 3.86 2.89 � 10�5 � 5.67 � 10�5

Mean values 1.87 1.30 � 10�5 2.23 1.33 � 10�5
Table 3. Mean Errors with Standard Deviations of Cases 2 and 3 Wavelength 532 nm in Stage 3

Lidar
System
Group

Case 2 Case 3

Mean Relative Error
at 0.3075–3.4875 km

�%�

Mean Absolute Error
at 3.5025–15.0675 km

�km�1 sr�1�

Mean Relative Error
at 0.3075–3.0075 km

�%�

Mean Absolute Error
at 3.0225–15.0675 km

�km�1 sr�1�

ab 0.63 � 0.46 1.98 � 10�7 � 7.77 � 10�7 0.90 � 0.25 3.57 � 10�7 � 1.70 � 10�6

at 0.71 � 0.48 1.80 � 10�7 � 5.69 � 10�7 1.17 � 3.35 2.97 � 10�7 � 1.28 � 10�6

ba 4.54 � 2.78 3.44 � 10�5 � 1.53 � 10�5 5.45 � 1.78 3.49 � 10�5 � 1.67 � 10�5

gp 5.22 � 2.73 1.92 � 10�5 � 1.15 � 10�5 6.39 � 1.73 1.45 � 10�5 � 1.65 � 10�5

hh 2.34 � 1.07 9.97 � 10�7 � 1.39 � 10�6 2.24 � 0.66 1.29 � 10�6 � 2.96 � 10�6

ju 0.91 � 0.72 9.68 � 10�7 � 1.00 � 10�6 1.36 � 0.39 1.24 � 10�6 � 1.80 � 10�6

kb 0.72 � 0.46 1.75 � 10�7 � 6.20 � 10�7 0.98 � 0.24 2.74 � 10�7 � 1.36 � 10�6

la 0.71 � 0.46 1.13 � 10�7 � 6.12 � 10�7 0.97 � 0.23 2.11 � 10�7 � 1.34 � 10�6

lc 0.70 � 0.44 1.27 � 10�7 � 6.04 � 10�7 0.95 � 0.23 2.14 � 10�7 � 1.31 � 10�6

le 0.62 � 0.47 2.24 � 10�7 � 4.92 � 10�7 0.88 � 0.28 3.32 � 10�7 � 1.14 � 10�6

lk – – – –
mi 0.68 � 0.43 1.23 � 10�7 � 5.92 � 10�7 0.94 � 0.23 2.16 � 10�7 � 1.28 � 10�6

mu 0.16 � 0.14 4.90 � 10�7 � 4.61 � 10�7 0.19 � 0.08 5.34 � 10�7 � 5.04 � 10�7

na 1.36 � 0.82 3.98 � 10�7 � 1.24 � 10�6 1.84 � 0.44 5.95 � 10�7 � 2.57 � 10�6

ne 0.71 � 0.46 1.16 � 10�7 � 6.13 � 10�7 0.97 � 0.23 2.12 � 10�7 � 1.33 � 10�6

pl 0.81 � 0.52 2.28 � 10�6 � 1.91 � 10�6 8.18 � 2.88 4.36 � 10�6 � 7.19 � 10�6

po 1.36 � 0.82 3.98 � 10�7 � 1.24 � 10�6 1.84 � 0.44 5.95 � 10�7 � 2.57 � 10�6

th 2.90 � 1.59 5.54 � 10�6 � 1.22 � 10�5 2.88 � 3.41 7.31 � 10�6 � 5.30 � 10�6

Mean values 1.48 4.10 � 10�6 2.27 4.18 � 10�6
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ressure system and a variable, visible, and stable
erosol layering up to 2000 m was simulated. Ad-
itionally, a Saharian dust layer, a weak aerosol
ayer at 3000–4500 m, was simulated. Whereas the
ower layer showed a strong dependence of the ex-
inction coefficient on wavelength, for the upper layer
he dependence was slight. The lidar ratio was
eight and wavelength dependent in the aerosol lay-
rs but constant in each case over certain height
anges and took values of 48–79 and 40–65 sr, re-
pectively, for 355 and 532 nm. The ground temper-
ture was �2 °C; the ground pressure was 1025 hPa.
he measurement lasted 30 min, and signal profiles
ere stored with 2-min and 15-m resolution. More-

ver, a realistic signal noise, but no background
oise, was simulated.

For the first case, which was the easiest one and is
ot discussed further here, the input profiles of
xtinction-coefficient and lidar ratio were provided to
he participants to permit an exercise with known
olutions. Cases 2–4 were used directly for the in-
ercomparison, and the results are presented here.

We compared the retrieval solutions of each group
rom each stage and case with the input data to de-
ermine the systematic errors. The results are dis-
ussed in Section 4.

. Intercomparison Results

he numerical schemes differ from one other only in
ome details. Before Eq. �5� can be applied to mea-
ured lidar signals, the signals are averaged over the
ime interval of interest, corrected for background,
nd usually spatially averaged, i.e., smoothed. For
he synthetic data used here, this procedure was not
ecessary, except for case 4. In Table 1, details of

Table 4. Mean Errors with Standard Deviations

Lidar
System
Group

Case 2

Mean Relative Error
at 0.3075–3.4875 km

�%�

Mean Absolute E
at 3.5025–15.067

�km�1 sr�1�

ab 0.19 � 0.04 1.34 � 10�8 � 6.28
at – –
ba 6.42 � 1.48 3.05 � 10�6 � 2.40
gp 0.66 � 0.27 1.19 � 10�6 � 7.53
hh 1.94 � 0.85 1.01 � 10�7 � 3.29
ju 2.88 � 0.60 1.18 � 10�7 � 7.29
kb 0.22 � 0.05 1.36 � 10�8 � 5.59
la 0.22 � 0.04 8.89 � 10�9 � 5.35
lc 0.23 � 0.05 9.25 � 10�9 � 5.61
le 0.15 � 0.11 1.54 � 10�8 � 4.81
lk – –
mi 0.19 � 0.04 9.86 � 10�9 � 4.63
mu 1.29 � 0.27 5.25 � 10�8 � 3.19
na 3.44 � 0.74 1.37 � 10�7 � 8.64
ne 0.21 � 0.04 8.89 � 10�9 � 5.31
pl 1.31 � 0.28 1.51 � 10�6 � 9.12
po 3.44 � 0.74 1.37 � 10�7 � 8.64
th – –

Mean values 1.38 4.46 � 10�7
he individual algorithms are given to address the
ollowing questions:

• Is determination of the backscatter-coefficient
rofile with height-dependent lidar ratio Saer possi-
le?
• Is integration in Eq. �5� in forward and back-
ard directions possible?
• Is it possible to use temperature and pressure

alues from a radiosonde ascent?

Tables 2–4 and Figs. 2–5 summarize the results of
he algorithm intercomparison. In contrast to the
pecifications designated in Ref. 3, i.e., Part 1 of this
eries, here the quality criteria have to address
hecking the correctness and accuracy of a numerical
lgorithm in stage 3. Therefore positive and nega-
ive errors have to be penalized in the same manner.
dditionally, here we compare the retrieved profiles
nd the exact profile. For these reasons, first, we
se the term “error” instead of “deviation.” Second,
he absolute value of the differences must be com-
ared. In detail, if the absolute difference or the
elative difference between retrieved profile gr and
xact profile gex at a certain height is �gabs 	 �gr �

ex� or

�grel �
�gabs

gex
� 100%, (7)

espectively, then the mean absolute error or the
ean relative error, respectively, is, as usual,

�gabs�rel �
�
i	1

n

�gabs�rel

n
, (8)

ses 2 and 3 for Wavelength 1064 nm in Stage 3

Case 3

Mean Relative Error
at 0.3075–3.0075 km

�%�

Mean Absolute Error
at 3.0225–15.0675 km

�km�1 sr�1�

�8 0.19 � 0.03 7.77 � 10�8 � 4.28 � 10�7

– –
�6 6.25 � 0.87 4.21 � 10�6 � 1.05 � 10�5

�7 0.83 � 1.72 1.14 � 10�6 � 3.33 � 10�6

�7 1.57 � 0.55 3.57 � 10�7 � 2.16 � 10�6

�7 3.05 � 0.39 7.02 � 10�7 � 5.10 � 10�6

�8 0.23 � 0.03 5.80 � 10�8 � 3.86 � 10�7

�8 0.22 � 0.03 5.13 � 10�8 � 3.72 � 10�7

�8 0.23 � 0.03 5.42 � 10�8 � 3.93 � 10�7

�8 0.17 � 0.12 4.95 � 10�8 � 3.99 � 10�7

– –
�8 0.21 � 0.04 4.95 � 10�8 � 3.51 � 10�7

�7 1.38 � 0.15 3.08 � 10�7 � 2.23 � 10�6

�7 3.56 � 0.50 8.31 � 10�7 � 6.03 � 10�6

�8 0.22 � 0.03 5.29 � 10�8 � 3.75 � 10�7

�7 8.33 � 5.22 4.35 � 10�6 � 6.35 � 10�6

�7 3.56 � 0.50 8.31 � 10�7 � 6.03 � 10�6

– –
1.89 8.78 � 10�7
of Ca

rror
5 km

� 10

� 10
� 10
� 10
� 10
� 10
� 10
� 10
� 10

� 10
� 10
� 10
� 10
� 10
� 10
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f n height values are compared. Finally, the stan-
ard deviation is calculated by

�gabs�rel � ��i	1

n

��gabs�rel � �gabs�rel�
2

n
�1�2

. (9)

he results for case 2 are shown in detail in Figs. 2
nd 3 and are listed in columns 2 and 3 of Tables
–4. In the first stage the mean relative errors
rom the exact solution �Fig. 2, left� were 0–120%.

ig. 2. Retrieved particle backscatter-coefficient profiles at all th
or �a�, �c�, �e� the first stage and �b�, �d�, �f � the second stage. Th
84 APPLIED OPTICS � Vol. 43, No. 4 � 1 February 2004
specially for wavelength 355 nm, the errors are
ery large, whereas with increasing wavelength the
ean relative errors become smaller. The mean

elative errors over all groups for wavelengths 355,
32, and 1064 nm are approximately 65%, 30%, and
5%, respectively. In the second stage with a
nown lidar-ratio profile but a still unknown refer-
nce value, the mean relative errors from the cor-
ect solution �Fig. 2, right� become visibly smaller
nd were approximately 0–30% only. The mean
elative errors over all groups for the wavelengths

avelengths compared with the simulation input profiles of case 2
act profile is included as a single curve with filled squares.
ree w
e ex
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55, 532, and 1064 nm are approximately 7%, 5%,
nd 8%, respectively.
Stage 2 represents the combined sunphotometer–

idar observations. The sunphotometer measures
he particles’ optical depth, which can be used as a
onstraint in retrieval of the profile of the backscatter
oefficient. The ratio of optical depth to column-
ntegrated backscatter yields the column lidar ratio.
hus the most appropriate range-independent lidar
atio is known.

The final stage for case 2 is shown in Fig. 3 in more

ig. 3. Retrieved particle backscatter-coefficient profiles at all thr
nd �b�, �d�, �f � the respective relative errors of case 2 for the thir
etail, including relative error profiles with sign.
irst, with increasing knowledge of the input param-
ters in stages 2 and 3, the mean relative errors
ecreased to a few percent, well below 5%, within the
ange 0.3075–3.4875 km. This is true for all wave-
engths in almost all individual algorithms; see Fig. 3
nd Tables 2–4. The mean relative error over all
roups stays well below 2% for all wavelengths.
econd, in the range from 3.5025 to 15.0675 km the
ean absolute error over all groups is less than 1 �

0�5 �km sr��1. Both facts indicate that all algo-

avelengths compared with �a�, �c�, �e� the simulation input profiles
ge.
ee w
d sta
1 February 2004 � Vol. 43, No. 4 � APPLIED OPTICS 985
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ithms work well and can generally reproduce the
imulated profiles of case 2 if all input parameters are
nown.
Finally, it can be seen from the figures that the

verlap effect in the lowest 250 m introduces large
rrors. As mentioned above, great care has to be
xercised in the interpretation of data in the range
earest the lidar.
The results for case 3, which is more realistic, with
height-dependent lidar ratio but still without sta-

istical noise and without clouds, are shown in Figs.

ig. 4. Retrieved particle backscatter-coefficient profiles at all th
or �a�, �c�, �e� the first stage and �b�, �d�, �f � the second stage.
86 APPLIED OPTICS � Vol. 43, No. 4 � 1 February 2004
and 5 and in columns 4 and 5 of Tables 2–4. For
tages 1 and 2 the mean errors are more-or-less in the
ame range as for case 2. In detail, the mean rela-
ive errors over all groups for the first stage for wave-
engths of 355, 532, and 1064 nm are approximately
0%, 20%, and 17%, respectively. Moreover, for
tage 2 the respective mean relative errors are ap-
roximately 10%, 8%, and 7%. For the third stage,
he errors are somewhat larger than for case 2 and
re caused mainly by the height-dependent lidar ra-
io. In the range 0.3075–3.0075 km �Fig. 5 and Ta-

avelengths compared with the simulation input profiles of case 3
ree w
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les 2–4� the mean relative error over all groups
tays well below 3% for all wavelengths. Only the
rench group abbreviated pl still has some problems,
specially for wavelength 355 nm. That lidar group
ill need to improve its algorithm. The mean rela-

ive errors of the French group for case 3 are �10%.
owever, all curves �including that of the French

roup� have similar values in the final stage �Figs.
�a�, 3�c�, and 3�d� and 5�a�, 5�c�, and 5�d�. In the
ange 3.0225–15.0675 km the mean absolute error for
ll groups is smaller than 1 � 10�5 �km sr��1.

ig. 5. Retrieved particle backscatter-coefficient profiles at all thr
nd �b�, �d�, �f � the respective relative errors for case 3 for the thi
The algorithm intercomparison shows that in gen-
ral the data evaluation schemes of the different lidar
roups work well. Differences in the solutions can
e attributed mainly to differences in the estimation
f input parameters. If the input parameters are
nown, the remaining mean relative errors are of the
rder of a few percent.
It should be stated also that, in case 3 situations,

ombined photometer–lidar observations would be
seful. Our simulations indicate that even with a
eight-dependent lidar ratio the solution for the

avelengths compared with �a�, �c�, �e� the simulation input profiles
ge.
ee w
rd sta
1 February 2004 � Vol. 43, No. 4 � APPLIED OPTICS 987
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ackscatter-coefficient profile calculated with the col-
mn lidar ratio as input is similar the solutions
hown in Figs. 4 and 5.
The unknown reference value was of minor impor-

ance for the cases presented here, because height
egions with dominating Rayleigh scattering were
resent in all cases. It should be mentioned, how-
ver, that such is not necessarily the case under re-
listic atmospheric conditions. Especially at 1064
m, particle scattering often dominates the signals in
he entire measurement range, which may cause ad-
itional errors that are not discussed here.
Case 4, the additional intercomparison, showed
ore-or-less the same qualitative behavior for stages

, 2, and 3. In Fig. 6 the results of stage 3 for 355
nd 532 nm show that the data evaluation schemes of
he groups abbreviated li, ng, and sf work well, too.

e remark that group be did not participate in case
because it uses exactly the same algorithm as group
i. Additionally, group li participated in case 4 be-

ause the development of its own algorithm was not
nished for the major intercomparison.
In detail, the mean relative errors in stage 3 in the

anges 322.5–1987.5 m, i.e., in the lower layer, and
217.5–3892.5 m, i.e., in the upper layer, are 11.35%
12.6% and 15.2% � 10.6% for group li and 6.14% �

.9% and 26.8% � 29.2% for group ng for wavelength
55 nm and are 7.35% � 6.3% and 11.7% � 16.2% for
roup li, 6.8% � 6.7% and 10.8% � 8.0% for group ng,
nd 14.51% � 19.61% and 10.96% � 12.3% for group
f for wavelength 532 nm. The mean relative errors
how the same qualitative behavior as for case 3 with
espect to wavelengths 355 and 532 nm. They are
igger for the smaller wavelength. Furthermore,
he errors in general are smaller in the lower layer.
n contrast to case 3, case 4 includes realistic signal
oise. For this reason the values of the mean rela-
ive errors are bigger as for case 3 and, therefore, are
ot directly comparable.
Some additional remarks are in order. First, �1�

roups at and th use only the wavelengths 355 and
32 nm at their lidar stations, �2� the lidar of group lk
mits only at 355 nm, and �3� the lidar of group sf

ig. 6. Retrieved particle backscatter-coefficient profiles compared
b� 532 nm for case 4 for the third stage. li, ng, and sf are abbre
88 APPLIED OPTICS � Vol. 43, No. 4 � 1 February 2004
mits only at 532 nm. Therefore those groups did
ot perform evaluations at 1064, 532, and 355 nm,
espectively. Second, groups na and po use a joint
lgorithm. Finally, groups mi and be deal with an-
ther joint algorithm.

. Conclusions

n intercomparison of backscatter algorithms has
een performed in three stages that represent in-
reasing knowledge of the necessary input parame-
ers. In stage 1 neither the necessary reference
alue nor the height-dependent lidar ratio was given.
n stage 2 the prescribed lidar ratio was provided,
nd in stage 3 the reference value was also given. It
ecame clear that the estimation of the lidar ratio
hat is required for real measurements has a large
ffect on the calculated aerosol backscatter profile.
he calculated profiles can differ by more than 50% if
o information on the lidar ratio is available. This
ffect decreases with increasing wavelength. There-
ore additional measurements, such as sunphotom-
ter observations, are of importance because they can
rovide the needed lidar-ratio information.
The effect of the reference value was rather small

n the chosen cases; however, at 1064 nm the result
an depend strongly on this value, which also has to
e estimated for real measurements. The errors of
he algorithms themselves, when all input parame-
ers were known, were tested in stage 3. The re-
aining mean relative errors of the calculation in

ases 2 and 3 are at the order of 2%–4% and can be
egarded as negligible when they are compared to the
ncertainties caused by misestimation of the input
arameters’ lidar ratio and reference value.
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upport from the Observatoire Cantonal Neuchâtel
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